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Abstract 

Most existing software development research adopts a 

very simplistic, ‘clock-based’ mechanistic interpretation 

of time and ignores the highly complex, multi-faceted, 

subtle and socially embedded nature of temporality. 

This is a significant limitation given that software 

development is a highly complex, socially embedded 

activity. This research applies temporality theory to 

examine software development teams. This research 

contributes to research and practice by (i) identifying 

any gaps, misconceptions or general conceptual issues 

in the application of temporal concepts to software 

development to date, (ii) examining the complexity of 

temporality that exist within software development 

teams (iii) examining the impact that such complexity 

may have, and (iv) identify strategies for resolving 

these temporality issues in software development. To 

achieve the objective of this study, the comprehensive 

temporality framework proposed by Ancona et al., 

(2001) is used to understand the various components 

of temporality within the context of software 

development. 
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Introduction 

Around the turn of the millennia, researchers begun 

focusing on the concept of time within an organisational 

context. There was even a surge of studies which 

applied temporal lenses to examine organisations (eg., 

Ancona et al., 2001, Sonnentag, 2012; Orlikowski and 

Yates, 2004). Researchers acknowledged and 

emphasized the importance of considering temporal 

constructs within an organisational context (eg., 

Bluedorn and Denhardt 1988; Saunders et al., 2004; 

Standifer and Bluedorn 2006). 

 

At the same time, research focusing on software 

development teams became a popular research area 

(eg., Drury et al., 2012; Fitzgerald et al., 2006; Stewart 

& Gosain, 2006; Ryan & O’Connor 2009). This rise in 

research addressed the ever-problematic environment 

in which these teams operate. Specifically, software 

development projects continually fail to meet time 

targets (Bartis and Mitev, 2008; Carlton, 2014; Keil et 

al., 2000; Whittaker, 1999). 

 

The failure to conquer time targets is an obvious and 

continuous endemic in software development. 

Researchers promise better and faster contemporary 

and emergent software development methods (eg., 

Beck et al., 2001; Cusumano & Smith, 1995; Mahnič, 

2013). However, studies which focus on time explicitly 

is ignored. Instead, time is studied merely implicitly 

and is rarely the main focus of the study.  

 

 

Literature review 

Considering the importance of time in software 

development and following numerous calls to research 

temporality within the context of software development 

teams and under dynamic conditions, it has not been 

explored explicitly or sufficiently in information systems 

research (Lee and Liebenau 2000; Saunders and Kim 

2007; Waller et al., 2001). Within research, time is 

often ignored, narrowly conceived, poorly studied, or 

assumed to be linear, mechanistic and simple (Ancona 

et al., 2001). This was found in software development 

literature (Kavanagh and Araujo 1995; Nandhakumar 

2002; Orlikowski and Yates 2002; Saunders and Kim 

2007), the broader information systems (O' Riordan et 

al., 2013; Orlikowski and Yates 2002; Shen et al., 

2014) and in organisational and management literature 

(Ancona et al., 2001; George and Jones 2000; Mitchell 

and James 2001; Roe 2008; Zaheer et al., 1999). 

However, no in-depth literature review of time in 

software development research has previously been 

published. Thus, we aim to sufficiently explore how the 

complexity of time is studied in software development.  

In conducting the literature review, an efficient 

scientific method was chosen; a systematic literature 

review. A systematic literature review is a “means of 

identifying, evaluating and interpreting all available 

research relevant to a particular research question, or 

topic area, or phenomenon of interest” (Kitchenham, 

2004:1). This type of review offers a high quality (Dybå 

& Dingsøyr, 2008), transparent and replicable review 

(Leidner & Kayworth, 2006). This method offers the 

capability of summarising a large quantity of research 

publications (Fink, 2005), for studies which aim to 



 

address a clearly formulated question (Petticrew & 

Roberts, 2006). 

This study will use the Okoli & Schabram (2010) 

systematic literature review guidelines to examine time 

in software development. We followed an eight-step 

guideline which is required for completion of a 

systematic literature review. Although any of these 

steps can be followed by researchers who complete a 

narrative literature review, following all steps are 

essential to conduct a scientifically rigorous systematic 

literature review (Okoli & Schabram, 2010). This guide 

is based on (Okoli & Schabram, 2010) but draws from 

similar best practices from three other systematic 

literature review guides; Kitchenham & Charters 

(2007), Levy & Ellis (2006) and Webster & Watson 

(2002).  

Temporal framework  

Temporality refers to an individual’s experience of time 

(Caldas and Berterö 2012), which includes our 

relationship to time (Heidegger, 1927), and how we 

react to time (Fraisse, 1963). The concept of 

temporality has been applied in diverse areas: nursing 

(Caldas and Berterö 2012), community (Bastian, 2014) 

urban development (Wunderlich, 2013), sport (Allen-

Collinson 2003), and information systems (Lee and 

Liebenau 2000). However, most studies conclude with 

advocating the importance of temporality and provide 

recommendations for further research but rarely 

contribute to practice.  

Several temporal frameworks have emerged over the 

last four decades, mostly within organisational research 

(e.g. Ancona et al., 2001b; Bluedorn and Denhardt, 

1988; Mosakowski and Earley, 2000; Orlikowski and 

Yates, 2002; Sonnentag, 2012). This study adopts the 

Ancona et al., (2001) framework for a number of 

reasons (i) it’s the most comprehensive framework, (ii) 

it’s distinguishable from other frameworks as it 

provides three categories which are interrelated, (iii) it 

provides a unique sub category which considers the 

temporal personality of an actor. Although the 

framework was developed in 2001, it is still the most 

holistic framework to date. While studies have looked at 

some of the temporal component of the framework 

(e.g. (Austin 2001); (Bluedorn et al. 1999); Gevers et 

al., 2006; Waller et al., 2001), none have looked at 

temporality as a broad concept or have contributed to 

adapting the framework. Shen et al., (2014, p. 3) 

advocates that this framework “synthesizes a large 

swath of temporal concepts across diverse areas of 

temporal studies and provides a common organising 

framework for these temporal constructs and 

variables”. As many of the problems associated with 

software development are inherently people, social, and 

interpretive issues (Lyytinen and Rose 2006; Wastell 

and Newman 1993), this framework is pertinent to this 

study.  

The Ancona et al., (2001) has three categories; 

conceptions of time, mapping activities to time and        

actors relating to time. Conceptions of time are the 

various types of time an organisation experiences 

(Ballard, 2008). Time can be conceptualised in many 

ways using many types of time (Shen et al., 2014) 

such as linear time, clock time, uniform time, event 

time and cyclical time. The most popular and widely 

cited types of time are clock time and event time 

(Mosakowski and Earley, 2000). Mapping activities to 

time is about achieving a valid analysis of what 

happens over time during an activity or activities (Roe, 



 

2008). This category is popular in research and 

explains how events and activities can be mapped to 

time. Mapping activities to time explains when an 

activity will begin, how long it may take and any 

fluctuations or patterns over the interval (Ancona et al., 

2001). Insightful trends emerge when we consider how 

activities map to time. These trends can explain various 

temporal constructs such as an activities rate of 

completion, rhythms, jolts, interruptions and deadline 

behaviour. Actors’ relating to time refers to two 

concepts. Firstly, temporal perception variables are 

used to reveal how actors perceive the continuum of 

time. Temporal personality refers to the temporal 

preferences of these actors and how they act in 

response to specific perceptions. The ‘actors’ in this 

instance may refer to an individual, team or 

organisation, and perception can be influenced by a 

multitude of factors. The temporal personality, for 

example, varies among the different cultures around 

the world (Mosakowski and Earley 2000). As Ancona et 

al., (2001) alludes, it is important to examine time 

from the perspective of actors engaged in activities. 

Contribution to industry 

This research applies temporality theory to study 

software development teams. Flow based software 

development teams were examined, not just in relation 

to clock time, but broader temporal concepts such as 

event time, temporal perception, temporal personality, 

and synchronicity. It contributes to research and 

practice by (i) identifying which components of time are 

enabled by flow practices and how this is being 

achieved; (ii) identifying resulting challenges and 

implications of these; (iii) identifying potential 

strategies for resolving these challenges, and (v) 

developing a roadmap for future research on time in 

software development flow. It also provides an 

immediate practical contribution by identifying lessons 

drawn from the cases studied that may be applicable in 

future implementations of flow and indeed other 

software development techniques. 

Data collection methods  

This study will use a multiple-case design to allow a 

cross-case analysis to develop more sophisticated 

descriptions and powerful explanations (Benbasat et 

al., 1987; Miles and Huberman 1994). Leveraging the 

case study is valuable for “problems... in which 

research and theory are at their early, formative stages 

and sticky, practiced-based problems where the 

experiences of the actors are important and the context 

of action is critical” (Benbasat et al., 1987, p. 369). The 

rationale for adopting a case study strategy is to 

“capture the circumstances and conditions of an 

everyday or common place situation” (Yin, 2009, p. 

48). Therefore, to fulfil the objective of this research, 

studying cases focuses on ‘contemporary events’ (Yin, 

2009) and facilitates engagement with those ‘living the 

case’ (Stake, 2000) to unearth the perceptions of time 

in flow-based software development teams. 

Case Selection and Background 

Two cases of teams using software development flow 

techniques were studied. The cases were purposefully 

selected for a number of reasons. Firstly, the teams 

were applying flow techniques in a very complex, 

challenging environment where high profile clients with 

high demands were implementing the developed 

software in live transaction environments. Decision-

making was in some cases highly time-pressurised with 

short time windows for identifying and correcting errors 

and significant repercussions if projects ran over time. 



 

Secondly, all companies were actively using flow 

techniques in the teams studied (=> 2 months). 

Thirdly, there was continued direct access to 

interviewees involved in the flow projects selected, 

included on-going interviews, direct observations, 

participant observations and access to all project 

documents. This proved highly valuable when studying 

temporality, which, as stated earlier, is often subtle, 

nuanced, and is highly context-dependent, implicit and 

socially embedded. 

Results 

Based on categorises of the Ancona et al., (2001) 

framework, the followed were identified; (i) the 

temporal characteristics of flow practices, examining 

the extent to which flow practices consider and 

effectively incorporate the various components of 

temporality, and (ii) the resulting temporal challenges 

of flow practices. 

There were several dominant components of time that 

were present in the organisation. They were; (i) clock 

time, (ii) event time, (iii) subjective time, (iv) cyclical 

time, (v) socially constructed time, (vi) estimating, (vii) 

rate of completion, (viii) rhythm, (ix) interruptions, (x), 

deadline behaviour (xi) synchronization, (xii) temporal 

personality, and (xiii) time horizon. 

There were three categories of problems; (i) problems 

associated with conceptions to time encountered by 

each team, (ii) problems associated with mapping 

activities to time encountered by each team, (iii) and 

problems associated with actors’ relation to time 

encountered by each team. 
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