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Abstract
As wikis become increasingly prevalent more attention needs di-
rected towards the security properties of the platform. Our the-
sis intends to identify attack vectors and use-cases against wikis
(e.g., vandalism, spam, copyright violations, etc.), characterize
their nature, and mitigate their negative effects.

Wikis pose an interesting set of security challenges even rel-
ative to the Web 2.0 functionality they build upon. With open
editing permissions and minimal barriers-to-entry wikis invite a
diverse set of attackers. Moreover, wikis’ community driven
nature means solutions must address not just technical consid-
erations but also the social climate in which they reside.

Research Overview
While wikis share certain collaborative functionality with
other Web 2.0 applications (e.g., blog comments, user-
generated content sites, etc.) they are a different paradigm
both in both technical and practical terms. Although re-
lated work in these domains does prove relevant, it is more
crucial to understand how wikis differentiate themselves
from these technologies: such novelty can become a point
of leverage for both attack and defense purposes.

Note that all references of the form [CV-*] point to the curricu-
lum vitae which proceeds this document.

Analysis has generally begun by identifying a novel se-
curity issue with which a wiki community struggles. After
quantifying the prevalence of the problem, focus shifts to
finding statistical indicators that distinguish constructive
and unconstructive/malicious contributions.

Our approach to finding these indicators (or “features”
in machine learning terms) has been somewhat structured.
We prefer features that are metadata driven and there-
fore language independent. In this manner the models
we produce tend to be both computationally-efficient and
portable. Additionally, we advocate the use of reputation
features; concise quantifications of the behavioral history
of some entity (e.g., a user or article). In the absence of
entity specific data we rely on spatial relationships to gain
a degree of predictive capability.

Given its popularity, English Wikipedia has been a lead-
ing case study in our investigation of these issues. This
has provided an opportunity to practically implement our
systems, rather than simply evaluating performance offline.
Such efforts have not only benefited that community but
also provided us (as researchers) system feedback and a
glimpse into user-base dynamics.

Completed Research
Vandalism: Intentionally malicious content modifications,
often characterized by profanity and mass deletion, are
termed vandalism. We first described a metadata and rep-
utation based approach to vandalism detection [CV-11].



Then we collaborated with other authors to combine and
compare our differing approaches [CV-9]. These results
led to models whose portability was demonstrated in mul-
tilingual settings [CV-6]. These strategies have been en-
coded into a practical GUI tool with server-side support,
STiki [CV-22], which has been used to undo nearly 100,000
instances of vandalism from English Wikipedia.

Spam: Relative to the immaturity of vandalism we imag-
ined link spammers would be well incentivized and there-
fore exhibit sophisticated attack vectors. A measurement
study suggested this was not the case, but did allow us to
speculate about the economic viability of certain vulnerabil-
ities [CV-4]. Motivated by this we extended our anti-vandal
models for the purpose of link spam detection, addressing
both novel and status quo scenarios [CV-2].

Other damage: Some types of damage are interesting but
less prevalent. One example is “dangerous content”; ed-
its that carry legal liability (e.g., copyright violations, li-
bel) [CV-3]. Another publication [CV-14] looks at author
bias and describes a contribution auditing tool. That writ-
ing views “damage” from a new perspective by considering
threats to editors and the organizations they represent.

Other wiki relevant: Other publications involve wikis but
are less damage focused. For example, we have written
about the ethical perils of studying wiki security [CV-1] and
rather exhaustively surveyed different trust and reputation
schemes in collaborative settings [CV-15]. Presentations
at practical (non-academic) venues exemplify the desire for
our work to have practical ramifications. [CV-24,25,27].

Reputation fundamentals: External to wikis our research
has frequently involved the practical application of reputa-
tion systems. Their use in domains like email spam [CV-10],
Javascript mashups [CV-7], and the BGP protocol [CV-8]
inspired and/or extended the reputation work done in wikis.

Active/Future Work
Several additional research ideas have been imagined or are
already in progress. Two reside wholly in the “wiki” do-
main: (1) Language-independent models for damage de-
tection could be ported to code repositories to measure
author quality. (2) Following [CV-3], plagiarism detection
algorithms could be harnessed to recognize copyright issues.

Other ideas are broadly applicable, while remaining wiki
relevant: (1) CAPTCHAs are a first-line of defense in many
collaborative settings. By differentiating between typical
and spam-like user patterns a provider could utilize reputa-
tion to serve CAPTCHAs of dynamic difficulty. (2) Hyper-
links posted in public settings could reveal private informa-
tion (e.g., referrer data in PHP parameters). Autonomous
removal of unnecessary data would heighten user security.
(3) URLs are vetted primarily when they are posted. While
a URL may remain static, the page behind can change (pos-
sibly to a malicious one). Research would investigate con-
cise and scalable solutions to addressing such “link rot”.

Symposium Expectations
Foremost, we hope participation in the doctoral symposium
will provide a dialogue that helps in resolving weaknesses of
the dissertation and its underlying research. For instance,
it remains unclear to what extent the dissertation should,
(1) focus exclusively on wiki environments (perhaps exclud-
ing some interesting opportunities), versus (2) addressing
collaborative security in general (despite a lack of analysis
in non-wiki environments).

Moreover, while prior publications and new ideas are not
in short supply, a stronger “story” is needed to tie them
together. If such a story were in place, this would simplify
the decision of which future work should be pursued.

Finally, we look forward to gaining an outside perspective
on our body of research from an audience that is both
knowledgeable and academically diverse.
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[28] “An Introduction to LATEX”. Presented at UPenn, School of Engineering and Applied
Science, Technical Communication Program. Philadelphia, PA, USA. October 2008.

Undergraduate Writings

[29] “Bound Optimization for Parallel Quadratic Sieving Using Large Prime Variations”.
Andrew G. West. Undergraduate Honor’s Thesis, Washington & Lee University. May 2007.

[30] “Optimized Parallel Implementation of the Quadratic Sieve Factorization Algorithm”.
Andrew G. West. Washington and Lee Journal of Science, 8(2):25–26, 2007.

3



Media Attention

• “What Wikipedia Deletes, and Why”. Alexandra Rice. The Chronicle of Higher Education:
The Wired Campus, October 2011.

• “Link Spam on Wikis: Attack Models and Mitigation”. Invited contribution to Follow the
Crowd (crowd-computing research blog), October 2011.

• “Content Redaction on Wikipedia: Copyright is Biggest Threat”. Invited contribution to
Follow the Crowd (crowd-computing research blog), October 2011.

• “Link Spam Research with Controversial Genesis but Useful Results”. Wikimedia Research
Newsletter, 1(3), September 2011.

• “Deleted Revisions in the Wikipedia”. Wikimedia Research Newsletter, 1(2), August 2011.

• “Vandalism Detectors Collaborate”. Wikipedia Signpost, 7(8), February 2011.

Program Committees & Reviewing

Program Committees

• TrustID ‘12: 2nd Intl. Symposium on Trust and Identity in Mobile Internet, Computing,
and Communications (symposium of IEEE TrustCom). June 2012. Liverpool, UK.

• iThings ‘12: The IEEE International Conference on Internet of Things. Track: Reliability,
Security, Privacy, and Trust. September 2012. Besançon, France.

• TrustID ‘11: 1st Intl. Workshop on Trust and Identity in Mobile Internet, Computing, and
Communications (workshop of IEEE TrustCom). November 2011. Changsha, China.

• Joint special track for UIC ‘10 (7th International Conference on Ubiquitous Intelligence and
Computing) and ATC ‘10 (Autonomic and Trusted Computing). Track: Pervasive Social
Computing. October 2010. Xi’an, China.

Guest and Delegated Conference/Workshop Reviews

• WH ‘11: Conference on Wireless Health

• ICCAD ‘11: Conference on Computer-Aided Design

• ISORC ‘10: Symposium on Object/Component/Service Real-time Distributed Computing

• ICCPS ‘10: Conference on Cyber-Physical Systems

• RV ‘09: Workshop on Runtime Verification

• LCTES ‘09: Conference on Languages, Compilers, and Tools for Embedded Systems

• ICTAC ‘09: Colloquium on Theoretical Aspects of Computing

• ATVA ‘09: Symposium on Automated Technology for Verification and Analysis

Guest and Delegated Journal/Book Reviews

• IET Information Security (IET-IFS). IET Press, 2012.

• Security and Communication Networks special issue on Spam, Phishing, and
Countermeasures for Undesirable Electronic Communications. Wiley, 2012.

• Future Generation Computer Systems (FGCS) special section on Trusting Software
Behavior. Elsevier Press, 2011.

• Transactions on Intelligent Systems and Technology (TIST) special issue on Search and
Mining User Generated Content. ACM Press, 2011.

• Trust Modeling and Management in Digital Environments. IGI Global Press, 2010.
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Teaching Experience

• CIS400 – TA – Senior Design Projects (1st half) – Fall 2008, 2009, 2010, 2011.

• CIS401 – TA – Senior Design Projects (2nd half) – Spring 2009, 2010, 2011, 2012.

Institutional Involvement (Penn)

• GSCSG Chair – (Graduate Student Computer Science Group)
Social planning and organization at department granularity. Spring 2009 until present.

• GSEG Representative – (Graduate Student Engineering Group)
Student advocacy and programming at college granularity. Fall 2008 until present.

• CIS Happy Hour Coordinator – Bi-weekly planning. Fall 2009, Fall 2010 until present.

Relevant Employment (External to Academia)

Alsos Digital Library (Summer 2006 ) – Database Programmer/Engineer

• SQL and .NET programming in support of the Alsos Project (http://alsos.wlu.edu)

WV-DEP (Summer 2005 ) – Website Design/Computer Assistant

• Website and media design, MS Visual-Basic programming, AutoCAD plotting

Professional and Social Memberships

• ACM (Association for Computing Machinery) – Professional organization

• ΠME (Pi Mu Epsilon) – Math honorary fraternity

• ΣN (Sigma Nu) – Social fraternity

Awards and Honors

• 2012: Partial scholarship to attend Wikimania 2012 (Washington D.C. - USA) –
“. . . criteria are: level of activity within Wikimedia . . . other free knowledge projects
. . . [and] future goals for participating in the Wikimedia movement.”

• 2012: Invitation and scholarship to attend the Google Graduate Researchers in Academia
of Diverse backgrounds (GRAD) CS Forum (Mountain View, CA).

• 2011: First place, PAN-CLEF 2011 Wikipedia vandalism detection competition – Winning
approach for all language editions (German, English, and Spanish corpora).

• 2011: Partial scholarship to attend Wikimania 2011 (Haifa, Israel) – “. . . selected based on
your dedication and participation in the Wikimedia movement or other free knowledge and
educational initiatives and your potential to add great value . . . going forward.”

• 2003-2007: J. Edward Lewis Scholarship – Merit-based scholarship providing full tuition,
room, and board to Washington and Lee University (Lexington, VA).
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